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Background

« A retailer was experiencing poor performance of its commercial off-
the-shelf application

 This system is used to track and order stock for the company’s retail
outlets

» The system runs on a SQL Server 7 database under Windows 2000
on a server with 4 CPUs

* Response times for a number for key business transactions were
reported to be excessive (up to 30 minutes)

« The workload profile of the system is seasonal, with the majority of
stock ordered for Christmas

* There was little confidence that the system could cope
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Background

» Capacitas was asked to spend 5 man-days investigating the
performance problems

* The impact of poor response times on the business was such that if
significant improvements were not realised, the board were
considering switching to manual processes

« As there was no budget for tools, bundled monitoring tools were
used
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Background

e The company has a small IT department of just eight full-time
members of staff, principally engaged in Service Management
activities

« Ownership of the 3rd-party product had recently changed, so there
was an opportunity to re-establish the nature of the relationship with
the suppliers
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Architecture Review

* No performance and capacity data was being collected
* No response time SLAs had been agreed

* The system was to be replaced in 9 months time, meaning ‘quick
wins’ were required

« Initially, a general review of the system architecture was conducted
to determine whether there were any obvious configuration issues
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Architecture Review

« Inconsistent paging file sizes

Server|RAM (GB)|Current Initial|Current Max |Recommended | Recommended
(MB) (MB) Initial (MB) Max (MB)
A 4 C: 2046 C: 4092 5878 8184
B 4 C: 4095 C: 4095 5878 8184
C 4 C: 2046 C: 4092 5878 8184
D 2 C: 100 C: 100 3070 4092
D: 1000 D: 1000
E 2 C: 2046 C: 4092 3070 4092
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Architecture Review

« OpenGL screensavers running on production servers when accessing
via RDP
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Capacity and Performance Monitoring

« Freely available tools were used to conduct analysis of the system'’s
performance :
e Sysmon
e Standard OS performance and capacity metrics
¢ Also has a set of SQL Server performance objects
e SQL Profiler

A tracing tool that may be used to determine the cost of
the SQL transactions running during the monitoring period

© Capacitas 2002-2005 9

Ten days to better application performance

A real-life case study Cda D a C H ﬁ/a S /
Sysmon

« Initially some performance monitoring was conducted to determine
the daily performance profile of the system

« Initial monitoring using Sysmon did not identify any obvious CPU or
memory constraints

e Further investigation using specific SQL Server Sysmon counters was
conducted
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Sysmon: SQL Server User Connections

e There is not a one-to-one correlation between User Connections an
the actual number users of the system

e Each user may have multiple SQL Server User Connections

* Some User Connections may be held by system processes rather
than human users
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SQL Server Transactions/sec

* 22% of SQL Server Transactions were conducted against the
database

* 75% of SQL Server Transactions were conducted against tempdb

« tempdb is a system database used by SQL Server to store temporary
tables and temporary stored procedures for subqueries, sorting and
aggregation

© Capacitas 2002-2005 18
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Disk Response Times

» Disk response times where found to be high on the G: Drive

« This disk corresponds to tempdb

e The delay is caused by large number of writes on G:, causing
queuing

* SQL server generates disk writes asynchronously, typically resulting

in increased queuing for disk resources as reported by system
monitor

* However, even taking this into consideration, this level of queuing
across an extended period indicates that the disk subsystem may be
a performance bottleneck

 In addition, activity to tempdb is more likely to be synchronous

© Capacitas 2002-2005 21
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Database Tables

¢ The database was found to contain 601 tables and 299 stored
procedures

* The large number of tables indicates potential over-normalisation of
the database

» This might explain the high usage of tempdb as many joins were
required for complex queries

* Possible solutions:
o Faster disks
¢ Reduce use of tempdb through more efficient SQL

© Capacitas 2002-2005 22
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Housekeeping

 Analysis revealed that a number of database tables had old versions
appended with _281004

« Indicates that the tables had been copied on 28/10/2004 to improve
performance

» The system is supplied with a clear down program which the retailer
had not used

* The view of the third party suppliers was that specific scripts would
need writing to remove the old data

© Capacitas 2002-2005 23
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Testing

» The goal of testing was to isolate known slow transactions and
determine their impact on system resources

« Single user testing was conducted on an unloaded system

* Testing was conducted between 5am and 8am, running read-only
transactions on the production system

* Sysmon and SQL Profiler were used to monitor a number of business
transactions in isolation on an otherwise idle system

 Of particular interest was the Purchase Order Maintain and Goods
Receipting transactions

© Capacitas 2002-2005 24
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Transaction Isolation

» Tests were run with the intention of being single user

* However after analysis of the test results, the 3r-party supplier’s
development team reported the following activity during testing

e Two retail outlets creating purchase orders between 7:00am
and 8:00am

¢ A Business Object report ran via the Business Object scheduler

e Dream portal (a feed to an external system) checking the
database

e Comms and scheduler services were still running, starting a
stored procedure that checks the results of the overnight run

© Capacitas 2002-2005 25
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Comms Run
e A particular SQL statement ran for 82 seconds during the post-test
idle period
¢ Similar transactions ran for 4 seconds at 07:32:00 and 18 seconds at
07:17:00

o It is believed that this SQL runs every 15 minutes

* The developers confirmed that this stored procedure is stored in the
database job scheduler

« It reads the results of the overnight batch and if completed,
completion times and branch failures are sent via e-mail and SMS to
the Service Manager

© Capacitas 2002-2005 26
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Goods Receipting

* The Goods Receipting process allows staff in a remote warehouse to
keep a record of the stock that has been received from suppliers

¢ The system employs MS-Terminal Server across a Wide Area
Network connection

© Capacitas 2002-2005 27
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Goods Receipting

* The Goods Receipting business process is composed of two steps:

¢ Step One

e The Goods Receipting process of bin allocation and saving the
GR Order into work in progress

e This transaction took 8 minutes to complete (07:17 to 07:25)
* Between 07:26 and 07:38 the system was left idle
e Step Two

¢ Data refresh after Goods Receipting authorisation

¢ This transaction took 8 minutes to complete (07:39 to 07:47)

© Capacitas 2002-2005 28
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Goods Receipting

» The Goods Receipting application resulted in two eight-minute long
periods of 50% CPU Time on the Terminal Server

 Further analysis indicates that the application process
GRGoodReceipting.exe used this CPU resource

* As the Terminal Server is a single CPU server with hyper-threading,
this was the maximum CPU that could be consumed by this process

¢ This indicates that the transaction is in fact CPU bound, rather than
network bound

© Capacitas 2002-2005 30
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Goods Receipting

* The development team confirmed they could recreate this problem
in their test environment

* The problem occurs when creating read-only files for reporting
purposes

* The problem was also noted when processing Pick Create
transactions

* The problem was functional, resulting in a negative impact on
system capacity and response times

© Capacitas 2002-2005 31
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SQL Profiler

« Bundled with SQL Server 2000 client tools

» Provides statement level SQL tracing

» Useful source of capacity and performance information:
¢ Statement execution duration
e CPU time used
e Number of I/Os

« Built in filter list to limit data collected

« Traces to log file or another SQL database

© Capacitas 2002-2005 32
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SQL Profiler Event Classes

» Will trace only those events that
are selected

 Events are defined by ‘event
classes’
e E.g:
¢ User can trace the event
class ‘Audit Login’ under
‘Security Audit’
¢ User can trace the event
class ‘SQL: Batch Completed’
under ‘TSQL’
e Warning: running SQL Profiler can
add a significant overhead

e Limit traces to a small set of event
classes

© Capacitas 2002-2005 33
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SQL Profiler Data Columns

o Limit the impact on the system
by only collecting data columns
that are required

© Capacitas 2002-2005 34
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SQL Profiler Trace Templates

) . x|
» Predefined templates specify event =< MS T *
classes, data columns and filters to -
Trace name; [Orited1
use Trace SOL Server: IDANNY-1GNVDUTUE EI
» A set of templates are available, for e .
s the folowing hace template:
exam ple Femplae T [s0LProfilerStandard |
SOLProfilerSP Courts -
e Standard: Captures TSQL and SQL e S
batches SOLPaliaT 0L Braaped
(M EatolEz SAthaflerearore |
o Also includes SeSSionS, Set i e size (45) | SBLProlieTuning ) =
- ¥ Enztle file rallaver
IOglnS/IOgOUtS [T Server processes SOL Server iace data
* New templates may be created by ™ Savatotate |
user I 5t masimum moves (i thousands] 1
I~ Enable trace stop time: [ l[sms =
Fun Concel | Hep |
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Measurement Issues with SQL Profiler

¢ SQL Profiler has a measurement granularity for CPU time of
approximately 16 ms

» Thus SQL Profiler cannot be used to measure CPU times for
relatively fast queries, procedures, etc.

 This was not a problem during this exercise!
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Graph showing how SQL Profiler reports CPU time as nearly a multiple of 16ms
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SQL Server Profiler Tracing

e SQL Server Profiler tracing was enabled to allow data collection

during testing

* The SQL ServerProfilerStandard trace template was used
 Separate trace files were collected for each component of testing:

e pretestidle.trc
e PO_Stepl.trc
e PO_Step2.trc
e posttestidle.trc

© Capacitas 2002-2005
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» Testing was conducted using an existing purchase order no. 171662,
which is composed of 144 lines (one item per line) for 65 stores,
resulting in a matrix containing over 9,000 items

* We can identify SQL batches that relate to this test by searching the

Purchase Order Maintain Transaction

output of the trace file for '171662’

e The Purchase Order Maintain transaction is composed of two steps,

referred to as:

e PO_Stepl
e PO_Step2

© Capacitas 2002-2005
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\SQL\SQL Profiler Traces\PO_stepz.trc

venClass

RBC: CompLeted axec =p_reser_connaction Hicrosafe 5

50L: Baschooup Leved ser iwplicit_transactions en Hicrosote 5.
RBC: Completed declars GPL int set 91= declare B... Microsofe &..
RPG: Goupleved declare GPL int set 01=3204 exec s... Microsofe 5..
RPC: Coupleted exac sp_umprepars 3204 Hierosote 5.
RPC: Couplaved exec sp_releaseschenalosk 1 Hicrosose 5.
S0L:Bas ehCoap Levad IF GOTEANCOUNT > 0 ROLLEACR TRAN Hierosote 5.
QL patchCoupleved ser dwplicic_transacsions aif Hicrosose 5.
RPC: Coupleted axec sp_reser_comnaction Hicrosofe 5.
5QL: Bas chconp et 537 TRANSACTION ISOLATION LEVEL REM... Iicrosoft(n...
50L: Bas choup levad BT TRANEACTION TSOLATION LEVEL RER... Iicrosofe(R..-
50L: Bat chCoup letad SET TRANSACTION ISOLATION LEVEL EE... Iicrosafe(R...
#0L: Bas chConp levad 53T TRANEACTION TSOLATION LEVEL REM... IMicrosofe(R...
50L: Bat chCoup letad SET TRANSACTION ISOLATION LEVEL RE... Iicrosafe(R...
$0L:Bas chConp letad SBT TRANEACTION TSOLATION LRVEL RER... IMicrosofe(R...
501: BatchGoup letea SBT TRANSACTION ISOLATION LEVEL RER... Iicrosofe(R...
$0L:Bas chConp letad SBT TRANEACTION TSOLATION LRVEL RER... IMicrosofe(R...
50L: BaschGoup letea SBT TRANSACTION ISOLATION LEVEL RER... Iicrosafe(R...

o= b ssson G1aeoer =]
6

FRON
LEFT

[EET TRANEACTION TEOLATION LEVEL RERD COMMITTED
[EBLECT ED_BOOKED IN HEADER BOOKING IN

am
TMMER 073 STELOC 0N
‘

1 3 | REF, ED_EOOKED_IN HEADER COMPANY CODE,
ED_BOOKED_IN_HEADER LOCATION CODE , ED_BOORED_IN_HEADER BAY_CODE,
ED_BOOKE ADERBODKED_TH_DLTE,
ED_BOOKE ADER_START_TTME, ED_BOOKED_IN_HEADER DURATION,
ED_EOOKED_IN_HEADER CARRTER , ED_BOOKED_IN_HEADER SUPPLIER_CODE,
ED_EOOKED_IN_HEADER MEMD . ED_BOOKED_IN HEADER TOTAL_ITEN_QTY, ED_BOOKED_IN_HERDER. P0_FLAG.
SUPPLIERMASTER NAME. STKLOC LOCATION DESC, BD_BAYS BAY_DESCRIPTION. ED_BATS MARKED_FOR_DELETION.
ED_BOOKED_IN_HEADER ED_ARRIVED, GRLZ GR_LINE_COUNTER
EB_BOOKED_IN_HEADER
GQUTER 701N SUPPLIERNASTER ON ED_EOOKED_IN_HEADER.SUPPLIER CODE - SUPPLIERMASTER. SUPPLIER_CODE
ED_BOORED_IN HEADER COMPANY CODE - SUPPLIERMASTER. COMPANY CODE
ED_BOOKED_IN HEADER LOCATION CODE - STELOC. LOCATION CODE

Dare

Ln 779, Col2

[Fow: 4372

[Comectiors: 3,

Wsar| | @ 2 (@

[@sareromier
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PO_Step1l
¢ Loading purchase order details
* Response time measured manually
e This transaction took 2 minutes to complete (06:26 to 06:28)
© Capacitas 2002-2005 41
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PO_Step2

« Loading the Purchase Order matrix of over 9,000 items
« This transaction took over 28 minutes to complete (06:31 to 06:59)

¢ During PO_Step2 a single SQL statement (PO_HEADER HEAD) took
over 23 minutes to complete (as measured using a stopwatch) and
used over 22 minutes of CPU (as measured using SQL Profiler)

* Remember — these are response times for a single user test on an
otherwise unloaded production system!
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PO_Step2

e This transaction resulted in a period where % CPU time increased by
exactly 25% for the duration of this query, indicating that this
transaction ran as a single thread across the four CPUs on the KPP
SQL Server

* Upon investigation of the parallelism settings for SQL Server, it was
discovered that SQL Server is currently configured to only use one of
the available four CPUs for parallel execution of queries

© Capacitas 2002-2005 43
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Parallel Execution of Queries

« Optimises query execution in multi-processor computers

» Rather than using one thread to execute one query, work is broken
down into multiple threads

 Subject to available threads and memory

* SQL Server creates and executes a parallel plan for a query only when
the estimated cost to execute a serial plan for the same query is
higher than the value set in elapsed time in seconds

* Known as ‘cost threshold for parallelism’
¢ Only relevant for symmetric multiprocessors (SMP) systems
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SQL Server Properties (Configure) - (local)

Server Settings | Database Setings | Replication | Active Directory
General | Memory

Processor control
~... L & symmetric muli processor (SMP) enviranment, specify

M% which processors SOL Server will use,

Froeessor l Secuty | Connections

45
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Parallel Execution of Queries

¢ Known bug in SQL 7.0
¢ Any changes elsewhere on the Processor tab may result in the
setting ‘Use 1 Processor’
» The value displayed in the GUI may not be correct
http://support.microsoft.com/kb/q273880/
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Parallel Execution of Queries

 Use the system stored procedure to definitively view/change the
setting:

EXECUTE sp_configure

4

name minimum | maximum config value run value
5 o3t threshold for parallelism0 32767 5 5
S_Cursor threshold -1 2147483647 -1 -1
T_dEfault full-text language ] 2147483647 1033 1033
(& |default language i) 9999 i)
Q_flll factor (%) a 100 a a
F index create memory (KE) 704 2147483647 0 a
(11 |lightueight pooling i) 1 i) i)
Z locks 5000 2147483647 0 a

BEM = degree of parallelism i 32 [i}
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Parallelism

 The following response was received from the developers:

e “About 12-18 months ago a problem occurred on the
overnight runs

¢ This manifested itself as a hang on either the till log update or
the extract to accounts

e The problem was reported to Microsoft who recommended
turning off parallelism; this solved the problem

¢ Microsoft then issued a hot fix which was tested and approved
by the developers

e However the IT manager at the time had reservations about
this hot fix and said he would wait until the appropriate
service pack became available”
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Conclusions

By rewriting the SQL for offending transaction, the execution time
for the Purchase Order Maintain transaction was reduced from 23
minutes to 26 seconds

 This had a direct impact on the end user response time

 This negated any strong requirement to implement the fix and
amend the parallelism settings
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Summary

* Implementation of a 3d-party product had left a gap in
understanding of the performance of the system

« Insufficient understanding of architectural decisions surrounding
performance and capacity

¢ No performance monitoring

 After five days of investigation conducted over a ten-day period, a
set of recommendations were delivered that were used to reduce

end-user response times for some transactions from minutes to
seconds

 This had a direct positive impact on business productivity, at a low
cost, using bundled tools
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